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Fundamentals of Computer Design

HISTORY

1945-48:


In this era of computers the first storage program computer ENIAC was developed. The computer had 17000 vacuum tubes in it and it occupied the space of three normal sized rooms (like our classroom). This computer was of 1/10th computing power than the simple calculator of these days. It was too bulky, very less efficient and more power consuming. If it had to work continuously it can work for 15 minutes and after this some circuit problem or just the bugs gathered around the vacuum tubes caused it to halt. Then they had to remove those bugs from it and the term was named as debug by the women working there. The debug term is still popular in the meaning of removing any errors or problems from the computer.

1948-68:


In this era the three people working at the Bell Labs introduced the technology that became the base of computer architecture i.e. Transistors. Transistor replaced the vacuum tubes. These were smaller like 1/100th of a vacuum tube and were less power consuming. This technology brought a big change in the field of computers and people started working on it. In 1968 Robert Noyce at Silicon Valley gave the idea of integrated circuits. Andy Groove and Gordon Moore were also working there. In 1971 Robert Noyce started his own company Intel because people were not accepting to work with him on this integrated circuits. 

1980’s Great change in computer architecture:


Integrated circuits were the great idea but it didn’t reduce the size much. I also needed lots of work to do. While in 1980’s it was discovered that if these integrated circuits were to be formed on silicon. The cost of integrated circuits without silicon was $5000 while on silicon it cost only $1 to form two same circuits.

After 1980’s


The advancement in this sector continued and after 1990’s the work was done in improving the technology and it was less toward discovering new technology or designing of architecture. In 1999 it was possible to have 20 million transistors on a single chip where as it can be concluded that at this rate after 3 years we will be having 1 billion transistors on a small silicon chip i.e. in processor. The human brain contains of 100 billion neurons and if we consider one as a transistor then this speed can form a more intelligent computer than a human being in coming 10 years.

What is architecture and instruction set?

	Computer Architecture
	Instruction Set

	Architecture has following three portions that are considered in forming a new architecture or to update the old one.

1) Instruction set

2) Organization

3) Hardware

And designing these three is designing a computer architecture


	All the processors have their different set of instructions and they are in Assembly. The instruction set of that processor tells the 

I am not clear about it yet.




1970-80 the improvements were due to technology but after that the work on architecture started and it was considered that architecture could be made more efficient for the same technology. During 90’s the following chart shows the rates, which will tell us how the technology has been changing after considering architecture as a core thing beyond it.

Performance improvement is 53% per year.

50% per year growth in number of transistors over a single chip.

DRAM capacity per chip is 60% increasing per annum.

KERNEL

The KERNEL is like a small routine or a program that is made for a certain job. These are made usually for benchmark purposes and to find efficiency of computers by comparing 2 or 3 of the kind. These small programs can be used for other purposes like diagnosing a hardware conflict or forming a system summery.

Computer as Componenets
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